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NetHack Experiments Robotic Experiments

The LLM actor directs a robot to j motion tracker
sort objects on a table from left .
to right. The state is described
as the relative positions of all
objects to each other.

camera

NetHack is a game in which the agent navigates
to the next staircase. The state is described as a
list of objects with their direction and distance.

BLINDER continues to beat
baselines by selecting the most
relevant parts of the state
description for the LLM actor.
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